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Abstract. In the scientific literature, the study of the impact of the fracture contact area on macro-dispersion
in single rough fractures is still an open question. In this work, we study numerically the combined effects of
the fracture roughness and the fracture contact area on the non-Fickian transport in single rough fractures.
In particular, we quantify the contribution of the fracture contact area on macro-dispersion. These objectives
are achieved by estimating the macro-dispersion coefficient from Monte Carlo parallel numerical simulations
in pure advection and advection–diffusion cases. When the fractional void SO is equal to 1 (i.e., for σlnb <
0.25), the Monte Carlo simulations show that macro-dispersion results of two contributions, dispersion
caused by the heterogeneity of fracture apertures that induces a channelization of flow paths and molecular
diffusion, as shown by the analytical solution proposed by Gelhar in 1993. When the fraction void SO is
different from 1 (i.e., forσlnb > 0.25), a third mechanism plays in macro-dispersion. The presence of contacts
or obstacles causes a disruption of flow paths. This mechanism is identical to that induced by the fracture
roughness with a lower amplitude. Its amplitude is the function of the fractional void SO .

Keywords. Single rough fractures, Fracture contact area, Macro-dispersion, Non-Fickian transport, Monte
Carlo simulations, RW model.

Manuscript received 20th December 2020, revised 9th February 2021 and 17th March 2021, accepted
26th March 2021.

1. Introduction

The nearly ubiquitous presence of fractures on the crustal rocks is the direct consequence of tec-
tonic processes. The discrete fracture networks dominate the hydromechanical and hydrolog-
ical behavior of subsurface rocks [1, 2]. To understand the effect of discrete fracture networks
on this behavior is essential for a number of environmental applications such as petroleum
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recovery, geothermal energy, contaminated groundwater remediation, and geological storage of
carbon [3, 4]. With the current technology, the three-dimensional (3D) measurement of geomet-
rical characteristics of fractures in the fields is impossible [2, 5]. Thus the study of the behavior of
fractures should be made with single fractures [3, 4, 6, 7].

In the scientific literature, it was shown that the particle transport has a non-Fickian behavior
in a single rough fracture. The particle transport cannot then be adequately described by the
advection–dispersion equation [8]. This was explained by the heterogeneity of fracture apertures
that induces complex flow fields [3, 6, 9–12]. Numerous numerical studies have been made to
investigate particle transport in single fractures with different physical complexities, solutes or
dense particles transport in an uniform fracture or in a rough fracture with spatially variable
apertures [6, 9, 13–23].

In the aforementioned numerical studies, the flow field was generated from the Poiseuille
law or from the classical cubic law [6, 9, 13–23]. Solving the Navier–Stokes equations and the
advection–dispersion equation in a 3D single fracture is very expensive in CPU time. That is why
few numerical studies have solved the Navier–Stokes equations directly in a 3D single fracture
[6, 24, 25]. Thus many researchers prefer to use the Lagrangian random walk particle tracking
(RWPT) algorithm with two-dimensional (2D) flow fields generated from the classical local cubic
law [9, 26–28].

Another difficulty is to model the geometrical properties of a single rough fracture. Due to
causes like shear solicitations or thermal stresses or chemical processes, the two surfaces of a
single rough fracture do not have identical shapes [2, 29–33]. This difficulty is also accentuated
by the fact that the two surfaces of a single rough fracture can move in response to boundary
stresses or displacements [2, 34, 35]. This results in a modification of the fracture roughness and
the fracture contact area [36–39].

In the scientific literature, the study of the impact of the fracture contact area on macro-
dispersion in single rough fractures is still an open question. The researchers have observed that
the increase of the fracture contact area with normal stresses or normal deformations induces a
channeling of the flow which in turn leads to a non-Fickian transport [12,40–43]. In this paper, we
study numerically the combined effects of the fracture roughness and the fracture contact area
on the non-Fickian transport. In particular, we quantify the contribution of the fracture contact
area on macro-dispersion.

In order to reach our objective, we use a methodology to determine the macro-dispersion
coefficient from Monte Carlo parallel numerical simulations in pure advection and advection–
diffusion cases [44–48]. This paper is organized according to the description of this methodol-
ogy: Section 2—Fracture aperture generation; Section 3—Flow velocity calculation; Section 4—
Particle tracking simulation; and Section 5—Macro-dispersion estimation. In these four sections,
the numerical methods used are described and validated. The numerical results are presented
and discussed in Sections 6 and 7, respectively.

2. Fracture aperture generation

The generation of single rough fractures is based on the work presented by Mourzenko et al. in
1996 [30, 31, 49]. The model, developed by Mourzenko et al., allows to generate a single rough
fracture presenting a fracture contact area.

As shown in Figure 1 [30, 31, 49], the single rough fracture is delimited by two surfaces z±

oscillating randomly around two average planes h±
0 , parallel to the x y-plane

z±(x) = h±
0 +h±(x), (1)

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 1. Description and symbols for the fracture geometry [30].

where h± represents the fluctuations of the surface around average planes. From the previous
equation, the geometrical properties of the single rough fracture studied in this paper are given
by

bm = 〈ω(x)〉 with ω(x) = z+(x)− z−(x), (2)

b(x) =
{
ω(x), ω(x) > 0,
0, ω(x) ≤ 0,

(3)

where bm is the distance between the two average planes, ω is the separation between the two
random surfaces, and b is the fracture aperture. 〈·〉 denotes the statistical expectation.

In (1), the fluctuations h± of two surfaces of the single rough fracture are characterized by
a Gaussian probability distribution φ and a spatial covariance function C , which are defined
by [50–53]

φ(h±) = 1√
2πσ2

h

exp

[
− h±2

2σ2
h

]
with σh =σ+

h =σ−
h , (4)

C (r) =σ2
h exp[−(|r|/λ)2H ] with 0 ≤ H ≤ 1, (5)

whereσh is the standard deviation of h±, λ is the correlation length, and H is the Hurst exponent.
The two surfaces of the single rough fracture are self-affine for 0 < H < 1 and Gaussian for H = 1.
The mean of h± is assumed to be zero. In this paper, we have considered Gaussian surfaces, that
is, H = 1.

The fracture contact area can be quantified by the fractional void SO , which is defined by
[30, 31, 49]

SO = AO

A
, (6)

where AO and A are the projection of the total surface of the void volume of the fracture and the
cross-sectional area of the fracture plane, respectively. SO is also equal to the portion of fracture
apertures where the fracture aperture b is strictly positive

SO = 1

A

∫
A

B(x)dA with B(x) =
{

1, ω(x) > 0,
0, ω(x) ≤ 0,

(7)

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 2. Schematic diagram of the coordinate system and boundary conditions for the
flow and solute transport simulations through a single rough fracture.

where B is the phase function of void zones. In this paper, the two surfaces of the single rough
fracture are uncorrelated. This implies that the statistical expectation 〈SO〉 of the fractional void
area is given by

〈SO〉 = 1

2
erfc

(
− bm

2σh

)
. (8)

The assumption of two uncorrelated surfaces of the single rough fracture also allows to find an
expression for the statistical expectation and standard deviation of the fracture aperture, 〈b〉 and
σ2

b [30, 31, 49]

〈b〉 = SObm +R with R = σhp
π

exp

(
− b2

m

4σ2
h

)
, (9)

σ2
b = SO(b2

m +2σ2
h)+Rbm −〈b〉2. (10)

The fracture aperture field is generated within a computational domain of dimensions Lx ×Ly

in the x- and y-directions with a spatial step ∆ identical in all the directions (see Figure 2). The
Fourier method is applied here for evaluating the fracture aperture field [54, 55]. The Fourier
method is the most common of the spectral methods. The representation of random fields
in Fourier spaces makes these spectral methods more efficient than other methods such as
sequential Gaussian methods [56]. The parallel library FFTW is used for performing the Fourier
method [57, 58]. Figure 3 shows the fluctuations h± and fracture aperture b fields for σh = 3 mm,
λ = 4 mm and bm = 12 mm. The transverse dimension of the computational domain, Ly =
1024 mm, has been chosen to simulate correctly the flow. Its longitudinal dimension Lx has been
fixed following a convergence study. In Figure 4, the standard deviation σh of fluctuations h± has
been plotted as a function of the longitudinal dimension Lx with bm = 4 mm and λ= 4 mm. The
exact value of σh is 3, represented by the horizontal line in Figure 4. The convergence is reached
when Lx = 4096 mm. The generation of the fracture aperture b has been verified by comparing
the numerical values of σb and 〈b〉 with the analytical solutions given by (9) and (10). In Figure 5,
σb and 〈b〉 have been plotted as functions of bm with σh = 1 mm and λ= 4 mm. We can observe
that a computational domain defined with Lx ×Ly = 4096 mm × 1024 mm and ∆= 1 mm allows
to generate correctly the geometrical properties of the single rough fracture.

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 3. Example of fluctuations h± (top) and fracture aperture b (bottom) fields in a
computational domain of dimensions Lx ×Ly = 4096 mm × 1024 mm with ∆ = 1 mm for
σh = 3 mm, λ= 4 mm, and bm = 12 mm.

Figure 4. Standard deviation of fluctuations h±, σh as a function of the computational
domain size in the x-direction Lx with bm = 4 mm,λ= 4 mm, Ly = 1024 mm, and∆= 1 mm.
(The exact value of σh is 3, represented by the horizontal line.)

3. Flow velocity calculation

When the Reynolds number Re is lower than 1 (or the flow velocity is low) and the mean plane
of the single rough fracture presents weak fluctuations, the Reynolds equation (or the local cubic
law) can be used, in lieu of the full Navier–Stokes equations, to describe the flow in fractures
[1, 25, 41, 59].

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 5. Standard deviationσb and mean 〈b〉 of the aperture b as functions of the distance
between the two average planes bm with σh = 1 mm, λ = 4 mm, Lx = 4096 mm, Ly =
1024 mm, and ∆ = 1 mm. (The analytical solutions of σb and 〈b〉 are given by (9) and (10),
respectively.)

Assuming that the fluid is incompressible, in a steady state, the governing equation can be
written as

∂

∂x

(
Txx

∂H

∂x

)
+ ∂

∂y

(
Ty y

∂H

∂y

)
= 0, (11)

where H is the hydraulic head, Txx and Ty y are the fracture transmissivities in the x- and y-
directions, respectively. In this paper, the transmissivity is assumed to be isotropic and is defined
by the Cubic law

Txx = Ty y = T = ρg b3

12µ
, (12)

where ρ is the fluid density, µ the dynamic viscosity of the fluid, and g the gravity acceleration.
To ensure the uniqueness of the solution, the boundary conditions are fixed hydraulic heads on
the vertical sides of computational domain and periodic conditions on the horizontal sides of
computational domain (see Figure 2). Thus the main flow direction is parallel to the x-direction
because of these boundary conditions. The value of hydraulic heads is chosen in such a way as to
keep the Reynolds number below 1.

The components of the mean flow velocity in both the x- and y-directions are calculated
by [9, 17]

vx =−ρg b2

12µ

∂H

∂x
and vy =−ρg b2

12µ

∂H

∂y
. (13)

Equation (11) is discretized by means of a finite volume scheme with a harmonic composition
rule for the transmissivity between adjacent mesh cells [60, 61]. The linear system, giving the
hydraulic head H , is solved by using the algebraic multigrid iterative method implemented in
HYPRE [62, 63]. The two components of the mean velocity are then computed on each grid face
from (13).

Figure 6 shows the transmissivity T and the horizontal flow velocity component vx in the
computational domain for σh = 3 mm, λ = 4 mm, and bm = 12 mm. For all the numerical
simulations performed in this paper, the fluid density, the dynamic viscosity of the fluid, and the

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 6. Example of transmissivity T (top) and horizontal flow velocity component vx

(bottom) fields in a 2D computational domain of dimensions Lx×Ly = 4096 mm× 1024 mm
with ∆= 1 mm for σh = 3 mm, λ= 4 mm, and bm = 12 mm.

gravity acceleration are fixed to ρ = 1000 kg/m3, µ= 10−3 Pa·s, and g = 9.81 m/s2, respectively, for
a temperature of 20 °C. We have estimated the Reynolds number Re = ρbm〈|v|〉/µ= 0.6 by taking
the distance between the two average planes bm = 12 mm as the characteristic length and the
statistical expectation of the mean flow velocity 〈|v|〉 = 0.05 mm/s as the characteristic velocity.
In Figure 7, the dimensionless parameter TR /Te has been plotted as a function of the mean
separation bm/σh . This dimensionless parameter corresponds to the ratio between the Reynolds
transmissivity TR = µ〈vx b〉/〈∇H〉 and the effective transmissivity Te = 〈b〉3/12, as defined in the
work by Mourzenko et al. in 1995 [64]. 〈∇H〉 corresponds to the statistical expectation of the
hydraulic head gradient. In the following of this work, the fixed parameters are Lx = 4096 mm,
Ly = 1024 mm, ∆ = 1 mm and λ = 4 mm. The numerical results are in good agreement with the
numerical results obtained by Mourzenko et al. in 1995 [64].

4. Particle tracking simulation

In this paper, the RWPT method is used to simulate the solute transport in the single rough
fracture. The RWPT method has proven its efficiency in numerous studies [9, 15, 27, 28, 65].

Considering only the mechanisms of advection and diffusion in the single rough fracture and
neglecting the matrix diffusion in the rock formations [12, 66], the solute transport equation is
given in the x- and y-directions by [67]

xn+1 = xn + vx (xn , yn)δt +N (0,1)
√

2Dmδt , (14)

yn+1 = yn + vy (xn , yn)δt +N (0,1)
√

2Dmδt , (15)

where (xn , yn) are the particle location in the Cartesian space at time nδt , n refers to the current
time step, n+1 is the succeeding time step, N (0,1) is a random selection from the standard nor-
mal distribution with zero mean and unit variance, and Dm is the molecular diffusion coefficient.

Within grid cells, the mean flow velocity v is derived from linear interpolations in both
directions, as it is the sole interpolation scheme that verifies the continuity equation [68–72].

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 7. Dimensionless transmissivity TR /Te as a function of the mean separation bm/σh

with λ= 4 mm, Lx = 4096 mm, Ly = 1024 mm, and ∆= 1 mm.

Np particles are injected in an injection window of size 0.8 Ly , orthogonal to the flow direction
and located at least five correlation lengths λ downstream from the side of the system (see
Figure 2). The ratio between the mean advection rate and the molecular diffusion is called the
Péclet number Pe given by

Pe = bm〈|v|〉
Dm

. (16)

In the numerical simulations performed for this paper, we have studied two values of the
diffusion coefficient, Dm = 0 and 0.01 mm2/s. It allows to study the purely advective regime
(Pe =∞) and the advective–diffusive regime (Pe < 100).

As in the scientific literature [44–48], the Courant–Friedrichs–Levy condition is used to main-
tain the stability and accuracy of the Euler scheme by adapting the time step δt

δt = 1

Nδt
min

(
∆

|v(x(t ))| ,
∆2

2Dm

)
, (17)

where Nδt is a positive integer representing the number of time steps performed by the particle
in a cell and |v(x(t ))| is the norm of the mean flow velocity at the location x(t ).

A parametric study has been performed to fix the value of Nδt in order to prevent the particles
from entering the fracture contact areas. This allows to verify the assumption that the matrix
diffusion is neglected in the rock formation. In this parameter study, the single rough fracture is
replaced by a single smooth fracture conserving the same values of the fractional void SO and
distance between the two average planes bm . In the following work, this single smooth fracture
is called a single equivalent fracture. Figure 8 shows the transmissivity T and horizontal flow
velocity component vx fields of a single equivalent fracture obtained from a single rough fracture
with σh = 3 mm and bm = 12 mm. In this single equivalent fracture, the motion of a cloud of
10,000 particles has been simulated by considering the advection and molecular diffusion effects.
The statistical expectation 〈|v|〉 of the mean flow velocity and the diffusion coefficient Dm are
fixed to 0.05 mm/s and 0.01 mm2/s, respectively. The injection process of particles is identical
between the single rough and equivalent fractures. Figure 9 shows the cloud of particles around
a fracture contact area selected in the single equivalent fracture. The value of Nδt used has been

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 8. Transmissivity T and horizontal flow velocity component vx fields in a single
equivalent fracture obtained from a single rough fracture with bm = 12 mm, σh = 3 mm,
λ= 4 mm, Lx = 4096 mm, Ly = 1024 mm, and ∆= 1 mm.

Figure 9. Cloud of particles around a fracture contact area in the single equivalent fracture
generated with bm = 12 mm, σh = 3 mm, λ = 4 mm, Lx = 4096 mm, Ly = 1024 mm, and
∆= 1 mm.

chosen from Figure 10 in which the number Npp of particles trapped in the same fracture contact
area Npp is plotted as a function of Nδt . There are no particles entering the fracture contact area
from Nδt = 20.

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 10. Number Npp of particles trapped in the fracture contact area of the single
equivalent fracture as a function of the number of time steps Nδt performed by the particles
in a cell.

5. Macro-dispersion estimation

The estimation of longitudinal and transverse dispersivities is performed in two steps [44–48].
First, the longitudinal and transverse dispersivities are evaluated on one Monte Carlo simulation
by means of the following expressions

αi
L(t ) = 1

2〈|v|〉
d

dt
(〈x2(t )〉i −〈x(t )〉2

i ), (18)

αi
T (t ) = 1

2〈|v|〉
d

dt
(〈y2(t )〉i −〈y(t )〉2

i ). (19)

The kth moments of the solute cloud of the i th simulation, 〈xk (t )〉i and 〈yk (t )〉i , are evaluated
from

〈xk (t )〉i = 1

Np

j=Np∑
j=1

(xi
j (t ))k and 〈yk (t )〉i = 1

Np

j=Np∑
j=1

(y i
j (t ))k . (20)

xi
j and y i

j are the coordinates of the j th particle within the i th simulation. All time-dependent
dispersion results will be presented against t/t∗ defined as the time t normalized by the char-
acteristic time t∗ necessary to cross a correlation length, t∗ = λ/〈|v|〉. Second, the average over a
number MC of Monte Carlo simulations is performed

αL(t ) = 〈αi
L(t )〉i=1,MC and αT (t ) = 〈αi

T (t )〉i=1,MC. (21)

In all the numerical simulations, the number Np of particles injected is fixed to 10,000. A sin-
gle convergence study on the number MC of Monte Carlo simulations has been realized in order
to obtain the asymptotic regime of macro-dispersion. Figures 11 and 12 show the convergence
to the asymptotic regime of the longitudinal dispersivity αL with the number MC of Monte Carlo
simulations performed in the advective–diffusive case. The transverse dispersivity αT has not
been plotted because all the numerical simulations give a zero value. Taking σh = 3 mm, the sin-
gle rough fractures are generated with bm = 4 mm (see Figure 11) and 12 mm (see Figure 12). The
diffusion coefficient Dm is fixed to 0.01 mm2/s. The statistical expectation of the mean flow ve-
locity 〈|v|〉 is equal to 0.244 mm/s for bm = 4 mm giving Pe = 97.6 (see Figure 11) and 0.066 mm/s

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 11. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for
different values of the number MC of Monte Carlo simulations in single rough fractures
generated with bm = 4 mm, σh = 3 mm, λ = 4 mm, Lx = 4096 mm, Ly = 1024 mm, and
∆ = 1 mm in the advective–diffusive case Pe = 97.6. (The horizontal line represents the
asymptotic value αR

Lasymp of the longitudinal dispersivity.)

for bm = 12 mm giving Pe = 79.2 (see Figure 12). In the two cases, we can observe that the conver-
gence of the longitudinal dispersivity αL on the asymptotic regime is very fast with the number
MC of Monte Carlo simulations performed. The asymptotic regime seems to be established for
MC > 20. In the following work, we have selected MC = 50 in order to obtain correctly the asymp-
totic regime. This gives an asymptotic value αR

Lasymp of the longitudinal dispersivity estimated

from 5000,000 particle trajectories in the single rough fractures. The asymptotic value αR
Lasymp

of the longitudinal dispersivity, indicated in Figures 11 and 12 with the horizontal line, is deter-
mined by averaging the time evolution curve of the longitudinal dispersivity αL(t/t∗) over the
time range [0.5t f b , t f b] over which αL(t/T ∗) is observed to have reached its asymptotic regime,
where t f b is the first breakthrough time (time for which the first particle arrives at a distance of
0.05 Lx from the output border) [44–48].

6. Numerical results

In this work, two values of bm are tested, 4 mm and 12 mm. The standard deviation σh of h± is
varied between 0.1 and 1 for bm = 4 mm and between 0.5 and 3 for bm = 12 mm. The hydraulic
heads, in the inlet and outlet of the computational domain, are fixed such that the Reynolds
assumption is satisfied. The statistical expectation of the mean flow velocity 〈|v|〉 is equal to
0.244 mm/s with bm = 4 mm and 0.066 mm/s with bm = 12 mm. It corresponds to a Reynolds
number Re = 0.976 with bm = 4 mm and 0.792 with bm = 12 mm. The coefficient of molecular
diffusion is fixed to Dm = 0 (Pe = ∞) and 0.01 mm2/s (Pe = 97.6 for bm = 4 mm and 79.2 for
bm = 12 mm). The correlation length is fixed to λ= 4 mm. The characteristics of all the numerical
simulations performed in this work are summarized in the Table 1.

From all the numerical simulations performed in this work, Figures 13, 14, 15, and 16 show the
longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for different values of
σh . Figures 13 and 14 correspond to Dm = 0 and 0.01 mm2/s with bm = 4 mm. Figures 15 and 16
correspond to Dm = 0 and 0.01 with bm = 12 mm. We can observe that the asymptotic regime is

C. R. Mécanique — 2021, 349, n 2, 203-224
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Figure 12. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for
different values of the number MC of Monte Carlo simulations in single rough fractures
generated with bm = 12 mm, σh = 3 mm, λ = 4 mm, Lx = 4096 mm, Ly = 1024 mm, and
∆ = 1 mm in the advective–diffusive case Pe = 79.2. (The horizontal line represents the
asymptotic value αR

Lasymp of the longitudinal dispersivity.)

Table 1. Characteristics of numerical simulations performed in this work

Parameters Values
bm (mm) 4 12
σh (mm) 0.1, 0.25, 0.5, 0.75, 0.875, 1 0.5, 1, 1.5, 2, 2.5, 3

〈|v|〉 (mm/s) 0.244 0.066
Re 0.976 0.792

Dm (mm2/s)
0 =⇒ (Pe =∞) 0 =⇒ (Pe =∞)

0.01 =⇒ (Pe = 97.6) 0.01 =⇒ (Pe = 79.2)
λ (mm) 4

Lx ×Ly (mm × mm) 4096 × 1024
∆ (mm) 1

Np 10,000
MC 50

reached for all the cases studied. In Figures 13, 14, 15, and 16, the horizontal line corresponds still
to the asymptotic value αR

Lasymp of the longitudinal dispersivity.

This asymptotic value αR
Lasymp is presented in Figures 17 and 18 as a function of σlnb for

bm = 4 mm and 12 mm, respectively. In the two figures, the analytical solution proposed by Gelhar
in 1993 has been plotted [73]. Based on a stochastic analysis of solute transport in single rough
fractures, the expression of this analytical solution is given by

αanal =
[3+G(σ2

lnb)]σ2
lnbλ+Dm

〈|v|〉 with σlnb =
√√√√ln

(
σ2

b

b2
m

+1

)
. (22)

In the previous equation, the function G is defined by

G(x) = 1+0.205x2 +0.16x4 +0.045x6 +0.0115x8 with 0 < x < 5. (23)
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Figure 13. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for
different values of σh with Dm = 0 mm2/s (or Pe = ∞), bm = 4 mm, λ = 4 mm, Lx =
4096 mm, Ly = 1024 mm, and∆= 1 mm. (The horizontal lines present the asymptotic value
αR

Lasymp of the longitudinal dispersivity.)

Figure 14. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for
different values of σh with Dm = 0.01 mm2/s (or Pe = 97.6), bm = 4 mm, λ = 4 mm,
Lx = 4096 mm, Ly = 1024 mm, and ∆= 1 mm. (The horizontal lines present the asymptotic
value αR

Lasymp of the longitudinal dispersivity.)

This analytical solution is based on two assumptions. The logarithm of the fracture aperture is
a statistically stationary, isotropic, 2D Gaussian random field. The flow velocity through a single
rough fracture can be modeled by the Reynolds equation. These two assumptions are verified by
the present numerical model, making comparison possible. In the right-hand side of (22), the first
member represents the effect of the fracture roughness on the macro-dispersion. In Figures 17
and 18, we can observe that the numerical results have a good agreement with the analytical
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Figure 15. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for
different values of σh with Dm = 0 mm2/s (or Pe = ∞), bm = 12 mm, λ = 4 mm, Lx =
4096 mm, Ly = 1024 mm, and∆= 1 mm. (The horizontal lines present the asymptotic value
αR

Lasymp of the longitudinal dispersivity.)

Figure 16. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗ for
different values of σh with Dm = 0.01 mm2/s (or Pe = 79.2), bm = 12 mm, λ = 4 mm,
Lx = 4096 mm, Ly = 1024 mm, and ∆= 1 mm. (The horizontal lines present the asymptotic
value αR

Lasymp of the longitudinal dispersivity.)

solution for σlnb < 0.25. In the contrary case, a difference between the numerical results and
the analytical solution increases with σlnb. This shows that the macro-dispersion does indeed
result from the sum of effects of the fracture roughness and molecular diffusion up toσlnb < 0.25,
where the fraction void SO remains equal to 1. Tables 2 and 3 summarize the asymptotic value
αR

Lasymp of the longitudinal dispersivity in the single rough fractures and the absolute difference
|∆α| between the numerical and analytical asymptotic values of the longitudinal dispersivity in
the single rough fractures.
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Figure 17. Asymptotic value αR
Lasymp of the longitudinal dispersivity in the single rough

fractures and analytical solution αanal proposed by Gelhar in 1993, as functions of σlnb for
bm = 4 mm and two values of number Péclet Pe =∞ and 97.6.

Figure 18. Asymptotic value αR
Lasymp of the longitudinal dispersivity in the single rough

fractures and analytical solution αanal proposed by Gelhar in 1993, as functions of σlnb for
bm = 12 mm and two values of number Péclet Pe =∞ and 79.2.

7. Discussion

Figures 19 and 20 show the fractional void SO as a function of σlnb for bm = 4 and 12 mm,
respectively. The numerical results are obtained by counting the number of mesh cells with
b = 0 mm in the computational domain to estimate (6). Tables 2 and 3 summarize the value
of the fractional void SO in the single rough fractures. The analytical results are given by (8). The
numerical and analytical results are relatively close. The value of SO becomes different to 1 for
σlnb > 0.25. From this limit σlnb = 0.25, the roughness of two fracture surfaces is strong enough
to induce a non-zero surface contact area. In Figure 3, this is what happens for the single rough
fracture with bm = 12 mm and σh = 3 mm.
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Table 2. Fractional void SO , asymptotic valueαi
Lasymp of the longitudinal dispersivity in the

single rough (i = R) and equivalent (i = E) fractures, and absolute difference |∆α| between
the numerical and analytical asymptotic values of the longitudinal dispersivity in the single
rough fractures as functions of σlnb for bm = 4 mm and two values of Pe

Pe =∞ Pe = 97.6

σlnb (mm) SO αR
Lasymp (mm) |∆α| (mm) αE

Lasymp (mm) αR
Lasymp (mm) |∆α| (mm)

0.032 1 0.009 0.007 0 0.062 0.005
0.085 1 0.078 0.036 0 0.16 0.002
0.172 1 0.486 0.013 0 0.556 0.036
0.257 0.9999 1.114 0.052 0.028 1.157 0.049
0.299 0.9997 1.581 0.14 0.12 1.628 0.141
0.342 0.9985 2.488 0.609 0.64 2.5 0.571

Table 3. Fractional void SO , asymptotic valueαi
Lasymp of the longitudinal dispersivity in the

single rough (i = R) and equivalent (i = E) fractures, and absolute difference |∆α| between
the numerical and analytical asymptotic values of the longitudinal dispersivity in the single
rough fractures as functions of σlnb for bm = 12 mm and two values of Pe

Pe =∞ Pe = 79.2

σlnb (mm) SO αR
Lasymp (mm) |∆α| (mm) αE

Lasymp (mm) αR
Lasymp (mm) |∆α| (mm)

0.059 1 0.046 0.01 0 0.235 0.028
0.117 1 0.2 0.021 0 0.439 0.064
0.175 1 0.469 0.024 0 0.703 0.054
0.233 0.9999 0.917 0.024 0.022 1.079 0.053
0.289 0.9998 1.467 0.125 0.12 1.707 0.205
0.345 0.9985 2.65 0.734 0.8 2.848 0.764

The surface contact area results then in contacts or obstacles that the flow has to bypass. The
flow through a single rough fracture occurs in a flow path system that is separated by the surface
contact area, as shown in Figure 6. This mechanism can be compared to the one observed in the
evolution of the surface contact area during significant overload or large displacement events in
the fractures. Experimental and numerical works have shown that the increase of the fracture
roughness and the fracture contact area leads to tortuous flow paths in the single rough fracture
because the flow has to bypass the contacts or obstacles. This leads to a non-Fickian transport
with an increase of macro-dispersion [12, 37, 39–41, 74].

To estimate the impact of the fracture contact area on macro-dispersion, we have estimated
the longitudinal dispersivity αL in single equivalent fractures generated from single rough frac-
tures by conserving the same values of the fractional void SO and distance between the two aver-
age planes bm . Figure 8 shows an example of a single equivalent fracture generated from a single
rough fracture with bm = 12 mm and σh = 3 mm. As for the single rough fractures, each value of
the longitudinal dispersivity αL is estimated from 500,000 particle trajectories (10,000 particles
injected for each Monte Carlo simulation with MC = 50) in the same injection conditions. The
mechanism of advection is only considered in the single equivalent fracture.

From these numerical simulations, Figures 21 and 22 show the longitudinal dispersivity αL

as a function of the dimensionless time t/t∗ for bm = 4 mm with σh = 0.75, 0.875, and 1, and
bm = 12 mm with σh = 2, 2.5 and 3. In all the cases studied, the asymptotic regime of the
longitudinal dispersivityαL is established. The averaging method is still used for the estimation of
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Figure 19. Fractional void SO as a function of σlnb for a single rough fracture with Lx =
4096 mm, Ly = 1024 mm, ∆= 1 mm, λ= 4 mm and bm = 4 mm. (Triangles: analytical value
given by (8) and diamonds: numerical value given by the present numerical model.)

Figure 20. Fractional void SO as a function of σlnb for a single rough fracture with Lx =
4096 mm, Ly = 1024 mm, ∆ = 1 mm, λ = 4 mm and bm = 12 mm. (Triangles: analytical
value given by (8) and diamonds: numerical value given by the present numerical model.)

αE
Lasymp in the single equivalent fractures. Tables 2 and 3 summarize the asymptotic valueαE

Lasymp
of the longitudinal dispersivity in the single equivalent fractures.

In Figures 23 and 24, we have reported the asymptotic value αE
Lasymp of the longitudinal

dispersivity in the single equivalent fractures and the absolute difference |∆α| between the
numerical and analytical asymptotic values of the longitudinal dispersivity in the single rough
fractures as functions of σlnb in the purely advective case (Pe =∞) and the advective–diffusive
case (Pe < 100) for bm = 4 and 12 mm, respectively. We can observe that the two quantities,
αE

Lasymp and |∆α| are relatively close. This shows that the absolute difference |∆α| between the
numerical and analytical asymptotic values of the longitudinal dispersivity in the single rough
fractures is caused by the presence of contacts disrupting the flow velocity fields.
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Figure 21. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗, in
a single equivalent fracture generated from a single rough fracture with bm = 4 mm, λ =
4 mm, Lx = 4096 mm, Ly = 1024 mm, ∆ = 1 mm, and different values of σh for the purely
advective case, Dm = 0 mm2/s or Pe = ∞. (The horizontal lines present the asymptotic
value αE

Lasymp of the longitudinal dispersivity.)

Figure 22. Longitudinal dispersivity αL as a function of the dimensionless time t/t∗, in
a single equivalent fracture generated from a single rough fracture with bm = 12 mm,
λ= 4 mm, Lx = 4096 mm, Ly = 1024 mm,∆= 1 mm, and different values ofσh for the purely
advective case, Dm = 0 mm2/s or Pe = ∞. (The horizontal lines present the asymptotic
value αE

Lasymp of the longitudinal dispersivity.)

8. Conclusions

The impact of the fracture contact area on macro-dispersion in single rough fractures has
been highlighted by means of Monte Carlo simulations in which four steps are performed:
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Figure 23. Asymptotic value αE
Lasymp of the longitudinal dispersivity in the single equiv-

alent fractures and absolute difference |∆α| between the numerical and analytical asymp-
totic values of the longitudinal dispersivity in the single rough fractures, as functions ofσlnb

for bm = 4 mm and two values of Pe.

Figure 24. Asymptotic value αE
Lasymp of the longitudinal dispersivity in the single equiv-

alent fractures and absolute difference |∆α| between the numerical and analytical asymp-
totic values of the longitudinal dispersivity in the single rough fractures, as functions ofσlnb

for bm = 12 mm and two values of Pe.

step 1—fracture aperture generation; step 2—flow velocity calculation; step 3—particle tracking
simulation; and step 4—macro-dispersion estimation.

When the fractional void SO is equal to 1 (i.e., for σlnb < 0.25), the Monte Carlo simulations
show that macro-dispersion results of two contributions, dispersion caused by the heterogeneity
of fracture apertures that induces a channelization of flow paths and molecular diffusion, as
shown by the analytical solution proposed by Gelhar in 1993 (22) [73] (see Figures 17 and 18).
When the fraction void SO is different from 1 (i.e., for σlnb > 0.25), a third mechanism plays in
macro-dispersion. The presence of contacts or obstacles causes a disruption of flow paths. This
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mechanism is identical to that induced by the fracture roughness with a lower amplitude (see
Figures 23 and 24). Its amplitude is function of the fractional void SO .

These conclusions are specific to the model conditions studied. The single rough fractures are
made with two Gaussian surfaces. The generation of single rough fractures is based on the model
developed by Mourzenko et al. [30, 31, 49] (see (1)–(10)). This model allows also to generate self-
affine fractures. It has not been discussed how macro-dispersion varies if the generation of single
rough fractures is changed. Macro-dispersion is estimated from moments that need to evaluate
particle trajectories (see (18)–(21)). The particle trajectories are evaluated by considering only
advection and molecular diffusion (see (14) and (15)). The Taylor–Aris dispersion is also present
in the fractures. The impact of Taylor–Aris dispersion on macro-dispersion has not been studied
in this work.
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