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Abstract: Amongst real-time scheduling community, several methods aim at enhencing the performance of the control.
Subtask scheduling is one of the embedded convenient methods that reduce the input-output latency in the
control loops. The predictive-Delay control is a new method based on input-output latency prediction in order
to reduce the impact of this artefact on the quality of the control. Combining both subtask scheduling and
predictive delay methods can be of a great help in combatting the impairments induced by this scheduling
artifact

1 INTRODUCTION

In real-time multi-task control, the choice of per-
formance criteria is guided by multiple design con-
straints. In one hand, a part of these constraints is
related to control design, whereas the others rely on
the real-time scheduling theory. But the question is
what can be the dependence between the tow sides of
these constraints ? For instance, it is well-known that
in control theory, selection of appropriate task peri-
ods is one of the most prevailing constraints, while
in scheduling theory, the processor overload is a fun-
damental constraint. The choice of a processor in an
embedded system is initially based on these tow pa-
rameters, which means that there is relationship be-
tween the period and the processor load. Furthermore,
as schedulability does not necessarily mean control
with high performance, and reducing the task peri-
ods is not all the time gainful. More explicitly, since
control tasks are of recurrent nature, the first step in
control design is to identify the closed loop frequency
of the controlled process which provides a first idea
about the control task periods. As a matter of fact,
with coarse values of the execution times in hand, an
estimate of the processor load and at the same time its
capacity are generally deduced from the control task
periods. In this context, some recent theories and re-
search results may be of valuable help. For example
in (Cervin, 2003)(Sahraoui et al., 2014), it has been

shown that a higher processor bound test does not
necessarily lead to a better quality of control. It has
also been proven that input-output latency, is a signif-
icant artifact which may deteriorate the control if it
is not taken into account. Nevertheless, some mech-
anisms and simulation setting need to be character-
ized. Effectively, in this context, we aim through the
present work at testing the quality of the control for
second and third order processes under different con-
ditions. The main points of the analysis carried out in
(Sahraoui et al., 2014) are resumed to focus the vari-
ation of some non dealt parameters. The execution
time confidence interval is widened to ensure conver-
gent and divergent behavior of the quality of the con-
trol (QC) cost in the same simulation set. Execution-
time with a wider confidence interval may also means
a mode change. This also can reveal overload situa-
tion required to highlight some scheduling artefacts.
These characterizations give more in deep sight and
help the reader discern between the extent of research
works. Finally, after this deepening in analysis and
a comparison between the subtask model studied in
(Cervin, 2003) and the Predictive-Delay Control (P-
DC) proposed in (Sahraoui et al., 2016), we try to take
benefit from the former to reinforce the result of the
P-DC improvement.



2 PREVIOUS WORKS

Several Works have studied the scheduling and
control codesign problem. They generally investi-
gate methods either able to enhance the control per-
formance or to recover the process stability. The real-
time community started this subject since 20 years
ago. The seminal work presented in (Seto et al.,
1996), solves an optimization problem based on a non
linear criterion, then in (Ryu et al., 1997) other criteria
are proposed for the optimization of control perfor-
mance as a function of the period and the computing
latency. Later, there has been suggestions to resolve
other optimization problems in-line to fit the schedul-
ing constraints as schedulability or task periods se-
lection, like in (Robert et al., 2005) by RST & H∞
algorithms together or by the LPV method (Sename
et al., 2008; Robert et al., 2010) . These solutions are
referred to as the indirect feedback scheduling (FBS).
In return, Methods that suggest priority assignment,
like in (Xu et al., 2014) with the LQG method or in
(Bini and Cervin, 2008; Yepez et al., 2003; Xia et al.,
2006) are called direct FBS. In the class of the direct
FBS we also find the solution of (Henriksson et al.,
2002; Henriksson and Åkesson, 2004) based on the
Predictive Control Model.
Particularly, authors in (Cervin and Eker, 2000;
Cervin, 2003) have studied the impact of the schedul-
ing jitters on the QC using the jitterbug tool (Cervin,
2003) and then those of the latencies on the QC us-
ing the TrueTime tool (Cervin et al., 2003). The au-
thors, towards the cited solutions, proposed an indi-
rect FBS, to rescale tasks periods, based on a proces-
sor load estimator. Then, this study has been taken
back in-details in (Sahraoui et al., 2014)(Sahraoui
et al., 2016), where it is accounted for other schedul-
ing artefacts and constraints. For more details about
feedback scheduling the reader can refer to (Sahraoui
et al., 2014).
As regards the subtask solution, it is considered by
(Gerber and Hong, 1993; Gerber and Hong, 1997) in
order to enhance the schedulability under fixed prior-
ity (FP) scheduling or by (Crespo et al., 1999; Alber-
tos and Crespo, 1999; Balbastre et al., 2000) to mini-
mize the input/output jitter. Finally, in (Cervin, 2003)
the subtask scheduling is used to improve the QC.

3 Task model and experimental
settings

Let us introduce the classical task model with
the associated notation: we call tasks system the set
of tasks S = {τ1, ...τN} involved in a given real-time

system and denote the number of tasks by N. In
addition, two jobs of a task are considered perfectly
interchangeable in that they perform identical treat-
ment.
A given task τi is characterized by its period hi, its
observed execution-time Ci(k) at time index k, its
worst execution time Ci and the date of its first arrival
(or offset) Oi. The tasks systems studied in this work
are of implicit-deadlines (i.e., tasks must terminate
before their next release), where ∀ τi : Di = hi. Each
periodic task generates a potentially infinite set of
jobs τi(k), where k refers to the kth sampling period :
a job will be submitted every period hi.
The list below describes remaining tasks parameters:

hnom
i Nominal task period

Lsi(k) Sampling latency
Lrespi(k) Observed response time of τi(k)
Lioi(k) Observed input/output latency

In the sequel, we specify the task model and the used
FBS as well as the servo motor and the pendulum
processes to be controlled with a PID controller and
finally the cost criterion of the QC.

3.1 Subtask Model

Instead of the task model used in (Sahraoui et al.,
2016), we use the subtask model used in (Cervin,
2003) and implemented under the TrueTime tool. In
Figure 1 the subtask model is presented, where the ex-
ecution time of the first task segment of the calculate-
output part Cco as a rate of Ci(k) (in %). This means
that the delay from the jobs start hook to the control-
output time (end of seg 1) will be at least CcoCi(k).
However, preemption from higher priority tasks may
cause the delay to be longer, where Lio is the Input-
Output latency representing this segment latency.
The second segment returns Cus(%) of Ci(k) , which
is reserved to update the PID state variables.

Figure 1: Subtask model.

For detailed descriptions of these functions imple-
mentation see the TrueTime reference manual (Cervin
et al., 2003).



3.2 Physical Processes

The first case study application presented in Figure 2
concerns three second order processes. It consists of
three similar servo-motors, each one described by the
transfer function

G(s) = 1000
s(s+1) . (1)

While the second case study consists of three

Figure 2: The three servo-motors case under True-
Time/Simulink

inverted-pendulum which are a convolution of the
inverted pendulums, carts, motors and the pulley
chain mechanisms as specified by the transfer func-
tions (Figure 3). The Inverted pendulum is often

Figure 3: The inverted pendulum, version on cart

considered as reference benchmark in control design
problems. For our simulation, the pendulum starts
from the center which corresponds to an angle of
0 rad. It will be constrained to an impulsion of
0.0873 rad (about 5 degrees), applied in force on
cart two seconds after the beginning of the simulation.

3.3 Feedback Scheduling

The FBS is used on-line, generally to supersede the
off-line scheduling analysis. Moreover, the FBS can
be used to reduce the overload interval or to keep it as
short as possible.
Job durations of the three controller tasks τ1, τ2 and
τ3 are generated using a Weibull distribution as in
(Sahraoui et al., 2016). This distribution is defined by

three parameters : the localization parameter l which
fixes the best case execution-time, the shape factor λ

and the scale factor µ. Variation in task execution-
times during the simulation is accompanied by task
periods rescaling, in order to have schedulable tasks
set according to the RM bound.
At the end of each job τi(k), the execution time Ĉi(k)
is smoothed by a low pass filter. The FBS relies on
this value, to calculate an estimate CPU utilization
factor Û(t).

3.4 Tasks systems

The tasks systems used in the present work are given
in Tables 1 and 2. Durations are given in ms time unit.
The shape factor µ is chosen high enough to ensure

Table 1: The three servo-motors tasks system for scheduling
artifacts characterization.

hnom
i Ci l µ λ

τ1 6 4 3.1 0.0009 3
τ2 13 4 3.1 0.0009 3
τ3 14 4 3.1 0.0009 3

wide confident interval of the Ci(k) values. This may
not introduce processor overload situation in simu-
lations, but such situation can occur for the subtask
scheduling case.
The system defined in Table 2 is simulated with the
same range of processor utilization Ui used in the
three servo-motors example, where periods and ex-
ecution times are both multiplied by a factor of 1.6. It
is worth noting that the task sampling period never ex-
ceeds the divergent threshold of 27 ms for the servo-
motor and 60 ms for the inverted pendulum. These
thresholds are related to the PID setting described in
the next subsection.

Table 2: The inverted pendulums tasks system characteriza-
tion.

hnom
i Ci l µ λ

τ1 9.6 7.5 5 0.0014 3
τ2 20.8 7.5 5 0.0014 3
τ3 22.4 7.5 5 0.0014 3

3.5 PID controller

The PID controller defined by equations (2-7) is
used. This controller is developed in (Åström
and Hägglund, 1995). Given fact that we rescale
periods by FBS to ensure schedulability, ad and bd
parameters are recomputed according to formulas
(5) and (6). Thus, derivative term is computed using



backward differences and a low pass filter (equation
(4)) is used, with no noise involved in simulations.

P(k) = K(β∗ r(k)−y(tk)), (2)

I(k) = I(k−1)+K ∗ h
Ti
(r(k)−y(tk)), (3)

D(k) = ad ∗D(k−1)+bd ∗(y(tk−1)−y(tk)),(4)

ad = Td

N ∗h+Td
, (5)

bd = N ∗K ∗Td

N ∗h+Td
, (6)

u(k) = P(k)+ I(k)+D(k). (7)

PID parameters (K, Ti, Td , N) are tuned in a
way to obtain a system closed-loop bandwidth of
ωc = 20 rd/s and a relative damping ξ = 0.707. This
excludes the fact that the controller design and dis-
cretization may be a source of instability for the range
of the sampling periods hi. For such convergence the
cost (8) has been specified to respect a threshold of
0.36 as an outset for divergent costs.

Jyri
=

tsim

∫
0

∣ri−yi∣dt . (8)

3.6 Impact of the input-output latency
on QC

For the tasks system presented in Table1, the QC may
diverge because of high input-output latency of lower
priority tasks, due to preemption from tasks of higher
priority level. Figure 4 confirms this rule.
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Figure 4: The three servo-motors example with the subtask
model and wide range of Ci(k).

4 Subtask scheduling

The idea of the subtask scheduling is to use the sub-
task model developed in section 3.1 with a fixed pri-

ority assignment scheduling protocol, where we as-
sign the highest priority to the output control segment
(time critical part) and the lowest priority to the up-
date state segment (must respect the period as dead-
line). It is obvious that the improvement will concern
τ3, the task which has the lowest priority within the
RM model.
Nevertheless, for overload situation, it can happen
that τ3 is blocked most of the time. Scheduling of
this case is shown in figure 5. The output measure y
for each task of the tasks system defined in Table1 is
shown in Figure 6. Undesirable breaks in the diagram
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Figure 6: Output measures of the three servo-motors ex-
ample with the subtask scheduling method under overload
situation.

testify the overload situation under subtask schedul-
ing method. In this marginal case, tasks τ2 and τ3
states are concerned within the interval times [2.5,
3.5] and [2.5 3.8], respectively. Figure 6 shows the
divergence of tasks with lower priority τ3 and then τ2
in time as a consequence to the overload situation.

4.1 Schedulability

It is noted in (Cervin, 2003) that the ideal case of
subtask scheduling under FP scheduling is when all
Calculate-Output tasks segments have higher priori-
ties than all Update-State segments. Unfortunately,
such a priority assignment may render the task set un-
schedulable. In cases where this approach does not
work, an iterative algorithm is used. Given a schedu-
lable original task set, the iterative algorithm attempts
to minimize the deadlines of the Calculate Output seg-
ments while maintaining schedulability.
In our case, the used FBS does not care about job
overruns and the basic FP implementation technique
of (Cervin, 2003) is used. Since the TrueTime tool
supports dynamic changes of priorities, we simply in-
sert the TrueTime instruction SetPriority in the code
when entering a new subtask, see Listing 1. Note that
the priority changes may introduce additional context
switches, which may degrade the performance in a
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Figure 5: Scheduling diagram of the three servo-motors example with the subtask scheduling method under overload situation.

Listing 1: Implementation of subtask scheduling under
fixed priority scheduling.

1 t := CurrentTime;
2 SetPriority(P CO);
3 LOOP
4 ReadInput;
5 CalculateOutput;
6 WriteOutput;
7 SetPriority(P US);
8 UpdateState;
9 t := t + h;

10 SetPriority(P CO);
11 SleepUntil(t);
12 END;
13 }

real system.
It has been established in (Cervin, 2003) that the in-
put output latency Lio is reduced to 42 % and the used
cost (an LQG function based on the control and the
output signals), is reduced up to 26 %. Nevertheless,
it is also noted that even if the latency is fixed and
known, delay compensation can only recover part of
the performance loss. This fact is illustrated by an
example where the cost for control of an integrator is

J ≈ 0.79h+L.

(For details, see (Cervin, 2003)).

5 Predictive-Delay Control

To improve the QC, the P-DC method brings up
a predicted response time latency Lrespi of the con-
cerned task τi to calculate the control signal ui. This
artifice is simple and helps bypassing several practical
problems like schedulability, convergence and com-
putation time from which suffer most of proposed so-
lutions. The method relies on an estimate Lrespi, the
current and the previous measure to extrapolate the

forthcoming measure yi required in the PID control
calculus. Without the P-DC, the measure to be used
in the PID will be obsolete. With the observed Ci(k)

Figure 7: Predictive measures based on Lio (Sahraoui et al.,
2016).

within the overloaded case of the subtask simulation
of section 4 we obtain the P-DC result presented in
figures 8 and 9.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

τ
1

 

 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

τ
2

 

 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

time(s)

τ
3

r
i

y
i

Figure 9: The three servo-motors controls converge to the
set point with a low cost for an overloaded system.
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Figure 8: Scheduling of three servo-motors under P-DC with an estimate Lresp.

Table 3: Summary statement in comparison and hybridization between subtask scheduling and P-DC for the case of the three
servo-motors.

τ2 τ3
Comparison Hybridization Comparison Hybridization Implementation

1 Actual Lio 0% 0% 31% 1%
2 Previous Lio 0% 4% 22% 0% ++
3 Previous Lresp 0% 4% 0% 0% -
4 Lrespub(WCET) 79% 0% 0% 0% -
5 Lrespub(Ĉi(k)) 0% 0% 0% 0% −
6 Smoothed Lrespub(Ĉi(k)) 0% 51% 0.5% 0% ++
7 Subtask only 21% 0% 46.5% 0% +
8 Subtask & P-DC 41% 99% ++
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Figure 10: Output and costs for improved QC and performance comparison, case of the three servo-motors.
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Figure 11: Improved QC and performances comparison between proposed solutions
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Figure 12: Improved QC and performance comparison, case of the three Inverted Pendulum.



6 Comparison and Hybridization

Table 3 sums up the comparison and the hy-
bridization solution proposed to enhance the QC of
tasks τ2 and τ3. Solutions are ranked in percentage
order of expected performances of 20000 simulations
as carried out in the graphical simulation. It can be
noticed that subtask scheduling combined with P-DC
leads to a solution that outperforms those obtained us-
ing P-DC or the subtask scheduling solely whatever
the task is. When the hybrid solution is not involved
in the comparison tests, for mild to moderate dete-
rioration as in the case of τ2 or for obvious deteri-
oration like in the case of τ3, using estimated Lresp
(line 4,5) or its previous values (line 2 and 3), the P-
DC solution may be of great help. However, using
subtask scheduling together with P-DC may lead to
higher performance (see 10.d).
Implementation of solutions based on the previous
Lresp or Lio needs system calls to save the response
time and eventually the sampling latency for each job
termination. However, solutions using the response-
time calculated on the basis of upper bounds may
show significant improvements.
To verify these results, we simulate 20000 samples
based on each technique and plot the Lio impact on
the QC. Figure 11.a shows the improvement of the
QC when the previous value of Lio is used as an es-
timate. The result in Figure 11.b is based on actual
Lio and is similar to the one obtained when the pre-
vious Lio is used. The smoothed Lio in Figure 11.c,
can be considered as the easiest prediction if we use a
simple filter; the same as the one used to smooth the
execution-time values. Similarly to Figure 11.d, the
result gives the best cost where Jyr3 is all time under
0.12 < 0.15. In all the tested cases, it is noticed that
Jyr3 never exceeds the value of 0.36 which is consid-
ered as a threshold in our specification (section 3.2).
It is also important to recall that, due to the overload
situation, it was very difficult to accomplish the 20000
simulations samples for subtask solution. For the case
of the inverted pendulum, which is considered as a
benchmark with a more sensitive cost, where Jyr <
0.09 for convergent control case.
Figures 12.a and 12.b show the impact of the input-
output latency on the QC for 20000 simulation sam-
ples of 5 s. The Cost Jyr3 converges for all the sam-
ples, which confirms the result obtained for the first
case of three servo-motors.
It is also noticed that the P-DC method is more appro-
priate for impulse response systems like in the pendu-
lum case.

7 CONCLUSIONS

A comparison between the P-DC and the subtask
scheduling techniques is performed experimentally
by simulation under TrueTime tool. We found out
that the hybridization of both techniques under an FP
protocol is a promising path that helps improving sig-
nificantly the quality of the control.
Indeed, hybridization can suggest a better quality than
a scheduling or a feedback scheduling based solely
on the Predictive-Delay control. Hence, it can be
deduced that the Predictive-Delay Control would be
used not only to make up for scheduling latency but
also to recover the control signal in overload/over-
run situations. This recovering should be difficult
to handle under indirect feedback scheduling or any
other scheduling algorithm like the subtask schedul-
ing techniques.
To sum up concluding remarks, reducing the input-
output latency through a subtask scheduling tech-
nique can help boosting the P-DC method.
For further works, we can compare the P-DC tech-
nique with other methods like the control server or
the subtask scheduling under the Earliest deadline
first (EDF) scheduler, where some other techniques
to avoid overruns or overload situations are used.
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